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Moral Predators: The Duty to Employ
Uninhabited Aerial Vehicles

BRADLEY JAY STRAWSER
University of Connecticut, Storrs, Connecticut, USA

ABSTRACT A variety of ethical objections have been raised against the military employment of
uninhabited aerial vehicles (UAVs, drones). Some of these objections are technological concerns
over UAVs abilities’ to function on par with their inhabited counterparts. This paper sets such
concerns aside and instead focuses on supposed objections to the use of UAVs in principle. I
examine several such objections currently on offer and show them all to be wanting. Indeed, I
argue that we have a duty to protect an agent engaged in a justified act from harm to the greatest
extent possible, so long as that protection does not interfere with the agent’s ability to act justly.
UAVs afford precisely such protection. Therefore, we are obligated to employ UAV weapon
systems if it can be shown that their use does not significantly reduce a warfighter’s operational
capability. Of course, if a given military action is unjustified to begin with, then carrying out that
act via UAVs is wrong, just as it would be with any weapon. But the point of this paper is to show
that there is nothing wrong in principle with using a UAV and that, other things being equal, using
such technology is, in fact, obligatory.

KEY WORDS: Risk, UAVs, drones, protection, just war theory

Introduction

Lethal employment of uninhabited aerial vehicles (UAVs) has risen pre-
cipitously by a few Western nation-states (most notably the United States)
across several theaters of operation (Afghanistan, Pakistan, Yemen, and other
locations).1 The emergence of this technology has sparked widespread debate
over the ethical justification of its use. Some claim these drones create a
particularly asymmetrical form of warfare that is somehow ignoble or
dishonorable. Others contend that UAVs impede certain jus in bello principles.
Some claim that drones create psychological conflicts for their operators (who
are often thousands of miles away) causing unacceptable cognitive dissonance
in the mindset of the warrior. Still others raise concerns over drones carrying
out targeted killings by non-military government agencies (such as the CIA)
and other concerns over their present employment. There is a worry that
UAVs could lead to autonomous weapons that make lethal decisions on their
own. Finally, some argue that by removing the pilot from the theater of
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combat a degree of asymmetrical warfare is attained such that the risk
threshold for a given state is lowered too far � that it becomes too easy for a
state using drones to go to war; thus, their use is ethically pernicious.

In this paper I argue that there is an ethical obligation to use UAVs. Indeed, I
hold that, in principle, there is no need for special ethical concern for this
weapons system as opposed to any other more standard weapon technology.
All of the concerns just listed either miss their mark and do not challenge the
ethical obligation to employ UAVs in principle or else do not rise to the level
needed to override the principles which form the basis of ethical obligation for
UAVemployment. I argue that remotely controlled weapons systems are merely
an extension of a long historical trajectory of removing a warrior ever farther
from his foe for the warrior’s better protection. UAVs are only a difference in
degree down this path; there is nothing about their remote use that puts them in
a different ethical category.

My argument rests on the premise that if an agent is pursuing a morally
justified yet inherently risky action, then there is a moral imperative to protect
this agent if it possible to do so, unless there exists a countervailing good that
outweighs the protection of the agent. Thus, I will contend that, as a
technology that better protects (presumably) justified warriors, UAV use is
ethically obligatory, not suspicious. After some preliminaries, I will first
present the argument for the ethical obligation to use remotely controlled
weapons. Then I will walk through the various ethical concerns which are
supposed problems for UAV implementation and show how each of these
worries is misplaced or fails to adequately counter the ethical obligation for
their use.

Remote Weapons as Ethically Obligatory

Media coverage and public debate over the military use of uninhabited
remotely controlled weapons is currently en vogue.2 It is surprising then,
given such a backdrop, that the case for the ethical obligation to employ
UAVs has yet to have been definitively made. That is precisely what I intend
to do. First, some distinctions must be made regarding what the target of
my claims in this paper will be. Primarily, I am referencing those aircraft
presently employed by the United States (and other) militaries commonly
known as ‘Unmanned Aerial Vehicles’ or drones. To avoid unnecessary
gender bias I prefer the locution of Uninhabited Aerial Vehicles (UAVs)
which I will use throughout.3 Examples include the General Atomics MQ-1
Predator and the General Atomics MQ-9 Reaper.4 UAVs have been
employed for some time as reconnaissance aircraft, but only fairly recently
have such platforms been used for lethal engagement. Critically, when
referencing UAVs I only intend those aircraft which are under human
control for, at the minimum, any particular lethal action the machine
executes. Autonomous weapon systems, which can execute lethal actions
apart from a human decision to do so � that can operate ‘on their own’ �
will be addressed below in Objection 1. Finally, my discussion here
regarding the ethical obligation to employ UAVs could be applied, with
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the necessary changes, to any remotely controlled lethal weapon system,
including land- or sea-based remotely controlled weapons.5

I contend that in certain contexts UAV employment is not only ethically
permissible, but is, in fact, ethically obligatory. The basis for this claim rests
upon what I call the principle of unnecessary risk (PUR). PUR proceeds as
follows: If X gives Y an order to accomplish good goal G, then X has an
obligation, other things being equal, to chose a means to accomplish G that
does not violate the demands of justice, make the world worse, or expose Y to
potentially lethal risk unless incurring such risk aids in the accomplishment of
G in some way that cannot be gained via less risky means. That is, it is wrong to
command someone to take on unnecessary potentially lethal risks in an effort to
carry out a just action for some good; any potentially lethal risk incurred must
be justified by some strong countervailing reason. In the absence of such a
reason, ordering someone to incur potentially lethal risk is morally impermis-
sible. Importantly, PUR is a demand not to order someone to take unnecessary
risk on par with alternative means to accomplish some goal G. This is what the
other things being equal clause is meant to capture. That is, in some cases, the
only possible way to accomplish G will be to order Y to undertake a particular
means which exposes Y to potentially lethal risk. In such cases, PUR is not
directly applicable; whether or not the order is justified must be determined on
other grounds. PUR simply demands that no more risk than is required for the
accomplishment of G (no unnecessary risk) is ordered by X to be incurred by Y.

I take PUR to be uncontroversial. In fact, it is possible that an even
stronger form of PUR could be developed that morally bars not only
potentially lethal risk, but any risk of bodily harm whatsoever. Further, there
may be a reflexive form of PUR available that could entail self-regarding
duties not to incur potentially lethal risk unnecessarily. But some may
complain that an individual has the moral permission to incur lethal risk in
carrying out act X in pursuit of good A even if the risk in no way aids the
accomplishment of A (or some other good B) nor is demanded by justice. To
avoid such controversy, I employ here the more modest form of PUR as I
have developed it. So even if some wish to contend that it is morally
permissible for an individual to take unnecessary potentially lethal risks upon
his or herself in accomplishing some good, it still seems that PUR holds with
no problems, focused as it is upon commanding others to action.6 That is, if
some argue that there are no moral prohibitions against recklessly endanger-
ing one’s own life for no good reason, certainly morality demands that there is
a strong moral prohibition against unnecessarily endangering another’s life.7

Another important argument can be used for the obligation to employ
UAVs over inhabited aerial vehicles. Namely, UAVs are, on par, cheaper to
produce and deploy than inhabited planes that accomplish similar missions.
Thus, the argument could run, we are obligated to spend as little shared
resources as are necessary on any given collective venture (such as a military
undertaking), since those resources are scarce and could be used for other
worthy goals. A principle of unnecessary waste of scarce resources (PUWSR)
could be formulated to capture the normative appeal of such an approach.8

PUWSR would contend that by not employing UAVs to the greatest extent
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possible militaries are wasting scarce resources and that UAVs should,
therefore, be used in place of inhabited aircraft so as to be better stewards of
said shared resources. For, after all, any money not spent on a military
venture could be allocated towards other important demands of social justice,
such as (say) an egalitarian concern for equal opportunity of welfare.9 Such a
principle, then, could be used to put normative pressure on the financial
budgets of Western militaries and demand that efficiency of cost is an
important moral issue.

I laud such approaches � and find financial concerns to be particularly
relevant in the case of UAV underemployment � but in this paper I set aside
such arguments and focus instead on what I see as the stronger normative
principle of unnecessarily risking an agent performing a morally justified act.
I do this because appeals to principles like PUWSR, while legitimate, are
often more easily overridden by other competing normative concerns. That is,
even a relatively significant cost difference between two competing methods
for carrying out a given act could quickly become moot were there any
relevant differences warranting moral concern between the two courses of
action. Of course, in this case (UAVs versus inhabited aircraft) whether there
are such differences will often be an empirical question. And if, as I assume in
this paper, UAVs can carry out similar missions without any significant loss in
capability, then concerns over cost would apply just as well. But I still view
PUR as a stronger moral claim � one that demands a higher justificatory bar
to override � than principles such as the PUWSR; thus, it is upon PUR that I
base my central claims in this paper.

Returning then to PUR, an example may help demonstrate its modest
moral demands and prima facie appeal. Imagine a group of soldiers are
fighting in a just war against an unjust enemy. The (unjust) enemy soldiers
are, say, invading the just soldiers’ country and committing horrific crimes
against humanity in the process. In the defensive effort a group of just
soldiers, led by Captain Zelda, engage the enemy who are a short 50 yards
away. Assume that engaging these enemy soldiers is a just action in pursuit of
some good (in this case the good of defending their homes, families,
themselves, and other innocents.) Captain Zelda has an idea. She deci-
des to remove her bullet-proof vest, throw down her rifle, and charge the
enemies with nothing more than a large rock and chutzpa. She turns to the
troops under her command and orders them to do likewise. Set aside whether
or not such an action is morally permissible for Captain Zelda to pursue
individually. Also assume that charging the enemy in this fashion would in no
way aid in accomplishing the good of successfully attacking the enemies yet
would dramatically increase the lethal risk her troops incur. PUR says that it
is morally impermissible for her to order her fellow troops in her squad to
take off their bullet-proof vests, throw down their rifles, and charge the enemy
with only a rock since there is no good reason to do so. PUR holds that it is
morally impermissible for Captain Zelda to endanger the lives of her troops
any more than is necessary for the accomplishment of good A. My argument
below for the moral obligation to employ UAVs rests on PUR as a sound
moral principle.

The Duty to Employ Uninhabited Aerial Vehicles 345

D
ow

nl
oa

de
d 

by
 [

In
st

itu
tio

na
l S

ub
sc

ri
pt

io
n 

A
cc

es
s]

 a
t 1

0:
16

 2
8 

Ju
ly

 2
01

1 



Note that such an action as Captain Zelda’s planned foolhardy charge may
contribute to some other thing, Q, which she takes as a good, such as an
adrenaline rush or perceived valor gained by taking such inordinate risks. In
such a case, one could try to argue that the act passes PUR since it aims at
some other (purported) good. But PUR is not in the business of determining
whether or not certain goals are goods worthy of being sought. It is a
structural principle that functions on permissible commands to others only
after it has been determined what the morally proper good to pursue should
be. So, granting a proper good, PUR demands that one commands others to
incur lethal risk (or increased lethal risk) only in pursuit of that good (or
some equal or greater good) if it is necessary in the way defined. That is, the
risk one orders another to incur must track exactly with the necessity of that
risk in relation to the accomplishment of the purported good. In this case,
we are agreeing that the good sought (or the good that should be sought) is
the successful attacking of the enemy; hence, Captain Zelda’s actions are
impermissible by way of PUR for they do not aid in the accomplishment of
the proper good nor are they demanded by justice or some other good. If
Captain Zelda engages in reckless warfare and orders others to do likewise
not because of necessity but because of some personal pleasure gained by the
excitement of risk-taking and combat, then we would conclude her actions to
be morally impermissible for other reasons outside PUR. That is, it may very
well be that Captain Zelda orders her troops to make such a brash charge in
the pursuit of something she takes as a good. In that case, the reason her
action is wrong is not due to PUR but because she is mistaken that this is a
good worthy of being sought and ordering others to seek (the adrenaline rush
of risky combat, say). But, if we agree that the good that should be sought is
attacking the enemy, her orders are impermissible via PUR because her
commands in no way help in this aim even though they cause her troops to
incur (greater) lethal risk.

Granting PUR then, consider the following claim, OP:

(OP) For any just action taken by a given military, if it is possible for the military to use
UAV platforms in place of inhabited aerial vehicles without a significant loss of
capability, then that military has an ethical obligation to do so.

I argue that OP is true. It could, of course, very well turn out that OP is only
vacuously true because the antecedent is false. This paper will not primarily be
arguing for or against the truth of OP’s antecedent, but instead assume it is true
and argue that the normative consequent follows.10 The antecedent of OP could
be false for any number of reasons. First, it could turn out to be technologically
infeasible to transition some military aircraft into remotely piloted vehicles
without a significant loss of capability, for various reasons.11 Or it could be near
impossible to do so due to budgetary constraints.12 Further, it could be that the
antecedent of OP is false because remotely controlled weapon systems cannot
practice target discrimination as effectively as inhabited vehicles can; and this
would constitute a significant loss of capability. Or it could turn out that for
some as of yet unforeseen reason remotely piloted weapon systems are not as
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capable in some other manner as inhabited vehicles. In any such case, the
antecedent is false and OP is vacuously true.

There are very good reasons to believe, however, that the antecedent of OP
could be true and even likely, as will be mentioned at points below. The central
aim of this paper, however, is to establish that the normative consequent
follows if the antecedent is true. Further, the antecedent of these claims is an
empirical question � one that can be tested for its veracity. What I am
investigating is whether there is any principled reason for not employing UAVs.
I contend that there is not, and further (based on PUR) that there is a strong
moral obligation to use them in place of inhabited aircraft. If there is such an
obligation, then OP follows.13

Note that the ‘in place of ’ criterion of OP is crucial for its derivation from
PUR. A given commander in a combat context is obligated by PUR to order
her troops to use weapon Z in place of W if and only if Z reduces the risk
placed on that soldier in comparison with and as an alternative to W. It is the
risk differential between options Z and W that is the source of the obligation.
To put it another way, because Z exists and is presently available for the
commander to order her troops to use in place of W, the commander is
obligated not to order the use of W so long as Z is a viable alternative that
meets the other criteria (such as not violating the demands of justice). That is
to say, the ordering to use Z is (presumably) permissible in a just warfighting
context; it becomes obligatory only as an alternative to W. But, if only W
exists (or is the only option for other reasons, such as the demands of justice),
then it could very well be permissible to order the use of W. Both W and the
less-risky Z must be viable options for the obligation to use Z to instantiate
via PUR.

To build the case for OP’s consequent, consider the following scenario. Two
small towns, Prudentville and Recklessville, each have a local police force that
includes a highly trained ‘bomb squad.’ Each bomb squad has been very
successful in disarming and disposing of malicious explosive ordnance
throughout the years with few (but some) casualties. Recently, both towns
acquired remotely controlled robots that can be used to disarm explosives
while being operated from afar. Under the control of a trained explosive
ordnance disposal (EOD) technician, these robots are just as capable at
disarming bombs as the EOD technicians are themselves working ‘hands on.’
And with the robots, of course, the EOD technicians are not at any risk of
injury or death. After some initial experimentation to ensure use of the robots
did not cost them any bomb-disarming capability, Prudentville decides to
have their bomb squad use the robots in any situation where it was possible to
do so. They viewed the decision as a ‘no-brainer’: saving the life of even one
bomb-technician would be well worth the cost of using the robot. Reckless-
ville decides not to have their EOD technicians use the robots, even though
they have them available and are capable of doing so. Thus, they put their
bomb technucians at risk for no reason (or no good reason, at any rate) and
violate PUR.

Take the above story as a guiding normative analogy for claim OP.14 If it is
possible for the bomb squad to use a robot to defuse the bomb remotely, with no
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significant or relevant loss of capability, then via PUR the bomb squad has a
clear ethical obligation to use the robot in place of a human handling the bomb
directly. The situation is relevantly analogous with the current and future use of
remotely controlled military aircraft. That is, if it is possible for a state to have its
military use remotely controlled weapon systems to carry out combat missions
instead of inhabited weapon systems, with no significant or relevant loss of
capability, then via PUR (assuming military missions carry potentially lethal
risks) the state has a clear ethical obligation to do so. This is simply because by
operating at a much greater distance from combat, the operator of the weapon
system is exposed to significantly less risk. And if there is no compelling reason
to expose a soldier to risk, then it is wrong to do so. Hence, OP.

One important caveat: The justification of remotely controlled weapons in
war here assumes that their employment is done as part of a fully justified war
effort meeting both jus ad bellum and jus in bello criteria. Thus, if the military in
question is justified in a particular military strike in the first place, they should
protect the just warrior carrying out the action to the greatest extent as is
possible �up until protecting the warrior impedes his/her ability to behave justly
in combat, as will be argued below. Granted, if a given military action is
unjustified, then it is unjustified whether it is done by a pilot flying an aircraft
remotely or otherwise. That is, my argument that the employment of UAVs is
ethically obligatory follows out of PUR in that a given military action in
question must be a proper good in the first place. If the act is morally unjustified
to begin with, then it is morally impermissible for other reasons outside of the
scope of PUR. Notice, for example, that this leaves open the possibility that
universal pacifism may be the correct moral outlook towards warfare and yet
OP still holds (although vacuously, because a pacifist will hold that there simply
are no justified military actions).

A related point is that some may here object that my analogy between a bomb
squad and a military force fails for the bomb squad is trying to disarm a bomb,
and thereby prevent the loss of life, whereas a military strike is attempting to
take life. Yet the point of connection for the analogy is not what, specifically, the
given action is attempting to carry out (be it disarming a bomb or delivering a
bomb), but simply that a particular action is justified and aiming towards some
worthy good combined with being inherently risky to the agent engaging in the
action. Again, the analogy to UAV use rests on a presumption that a given
military strike employing a UAV is justified to start with � if it is not, then the
UAV strike is morally impermissible, of course.15 So the case with the bomb
squad is intended to focus on the moral principle of unnecessary risk in the
execution of some good. The bomb squad, commanded by their town,
undertakes morally justified but risky action F aiming to accomplish good
goal G. If G can be accomplished just as effectively but with less risk to the
bomb squad by a means other than F (such as by using a robot), then there is a
moral obligation to use the robot.

The same reasoning applies, with the necessary changes, for a given military
force. A military, commanded by their state, undertakes morally justified but
risky action F aiming to accomplish good goal G. If G can be accomplished
equally as effectively but with less risk to the military members (such as by using
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an uninhabited drone), then there is a moral obligation to use the drone. That
the good G for the bomb squad case is the protection of life while in the UAV
case G is the taking of life is not a relevant difference for the analogy. What
matters is that G is a good worthy of pursuit.

To put the position another way still: ordering a warfighter to take on risk in
any activity must be justified. If a given action can be equally well accomplished
via two different methods, one of which incurs less risk for the warfighter’s
personal safety than the other, then a justification must be given for why this
safer method is not used. If there is no good reason not to use it, then we are
obligated to employ the safer method. For all cases of ordering a warfighter to
undertake any given risky action, there should be a reason that demonstrates
why the risk is necessary for the accomplishment of the given objective. If one
grants that removing a pilot from the theater of combat by using a UAV instead
of an inhabitedweapon platform greatly reduces the risk to that pilot, then there
should be a presumption for using a UAV (or any remote weapon) whenever it is
possible to do so in a way that does not compromise the capability of a given
warrior to behave justly. The burden of proof, then, is on those who argue that
we should not employ UAVs or similar remote technology. Such a position
needs to justify why we should have pilots take on such risk. As mentioned
above, there are a variety of objections usually offered as to why UAV
employment is ethically suspicious. I shall now review each of these in turn
and show why they fail to overcome the claim that UAVs are, in principle,
ethically obligatory.16

Objection 1: The Move to Independent Autonomous Weapons Systems

Some worry that UAVs lead us down a road toward independent autonomous
weapons (IAWs); robots that make lethal decisions on their own.17 Where to
draw the line when a weapon system is ‘autonomous’ is notoriously difficult.18

For simplicity’s sake here, I refer to any weapon that makes a decision on its own
accord to launch a particular lethal attack as ‘independently autonomous’ (or
‘fully’ autonomous as is sometimes used). Thus, a cruise missile that guides itself
to a target would not be an IAW because a human agent made the decision to
launch it and for it to go attack the given target, but a Predator drone
programmed so as to make the particular decision to fire on a specific target of
its own accord would become an IAW. So long as there is a ‘human in the loop’
(to use the common military parlance) for each particular lethal decision, I
consider it non-autonomous for the purposes of this paper. That is, so long as a
human agent makes the decision whether or not to employ lethal force, the
weapon is not an IAW as I use the term. The argument against the employment
of UAVs runs like this: IAWs are morally impermissible. UAV development will
lead to IAWs. Therefore, UAV development is impermissible.

Response

As an objection against UAV usage goes, this fails to counter the moral
obligation for their employment. In fact, we can grant the first premise (that
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‘IAWs are morally impermissible’) but dispatch the objection by arguing that
its second premise is presently unsubstantiated (that ‘UAV development will
lead to IAWs’). One could agree with the objection that we should not
develop IAWs and that we should not allow development of UAVs to lead us
down the road towards IAWs. Indeed, it is plausible that it could be difficult
to stop such a progression, but it is not true that the development of UAVs
will necessarily lead to the development of IAWs. Thus, we need empirical
evidence to show that this is the case. The objection is a kind of slippery slope
objection because it assumes that the development and employment of UAVs
must lead to the development and deployment of IAWs. Slippery slope
objections are problematic because they fail to acknowledge a plausible
middle ground stopping point. Namely, this objection misses the possibility of
maintaining the employment of UAVs while at the same time working for the
banning of IAWs (something I recommend Western nation-states do). Thus,
at present, this objection fails as an argument against the ethical obligation to
employ (and develop) UAV technology.

I raise this objection first so as to make an important distinction for the scope
of this paper. In this paper I am only arguing for the moral obligation to use
remote weapons that are explicitly non-autonomous, at least regarding any
lethal decisions. On my view, the distinction between IAWs and non-
autonomous remote weapons is of paramount importance in this debate and
is often neglected. One reason it is so important is that if this distinction is
neglected and, even more importantly, if this distinction is not enforced and
efforts to develop IAWs are not stopped, then objection 1 stands (assuming that
one grants its first premise). That is, to be clear, it is entirely possible that the use
of UAVs will in fact lead to the use of IAWs. If this can be shown to be the case
and if it cannot be stopped, then, since I do grant the first premise, I see it as a
legitimate objection against the employment of UAVs. But my hope is that the
development of IAWs can be stopped even while UAVs are employed and
developed. I do not here have space to argue against the moral permissibility of
IAWs � that has been done effectively elsewhere (see Sparrow 2007; Asaro 2006,
2007; Himma 2007).19

Some may object that my acceptance of the premise that ‘IAWs are morally
impermissible’ is inconsistent with my use of PUR to ground the moral
obligation to use UAVs. The objection would contend that many weapon
systems which could (arguably) be considered IAWs offer far better
protection of a just warfighter and are thereby obligatory via PUR. Examples
could be weapons systems such as the Phalanx Close In Weapon System or
the SeaRAM employed by the US Navy when they are used in fully
autonomous mode. Without such weapon systems many sailors would
potentially be at unnecessary risk, or so this objection claims.20 But this
objection fails to appreciate that PUR, although a strong at first view moral
principle, can be overridden by a strong enough countervailing normative
reason. In this case, although I do not argue for it here, I find the principled
objections to IAWs to be sufficiently strong such that they override the moral
demands of PUR. That is to say, it is perfectly compatible and in no way
logically inconsistent to hold (as I do) that some non-autonomous weapon
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systems (such as UAVs) are obligatory via PUR and at the same time hold
that IAWs are impermissible on grounds specific to their autonomous nature
which overrides PUR. In any case, regardless of whether or not one accepts
the first premise of objection 1, the objection on the whole fails because it is a
slippery slope argument that is inadequately substantiated.

Objection 2: UAV Limitations Lead to jus in bello Violations

Some grant that remotely controlled weapons better protect the just
warfighter but argue that they do so at the cost of a decreased ability to
discriminate combatants from noncombatants and other jus in bello
compromises.

Response

Certainly, if an UAV operator engaging the battlefield from thousands of
miles away through a video feed is unable to properly adhere to the jus in
bello principles of discrimination and proportionality, then such drones
should not be used. Indeed, if using a UAV in place of an inhabited weapon
platform in anyway whatsoever decreases the ability to adhere to jus in bello
principles, then a UAV should not be used. This is consistent with OP since
adhering to principles of discrimination and proportionality are key aspects
of a weapon system’s capability. And the just warrior’s increased protection
(which a UAV provides) should not be bought at an increased risk to
noncombatants. Martin Cook (2004) makes this point effectively when
he discusses the 1999 NATO air campaign waged in Kosovo. It seemed to
some that by conducting missions at a minimum of 15,000 feet, NATO was
more concerned with force-protection than noncombatant discrimination
(see Cook 2004: 126�127). Had the combat missions been flown at a lower
altitude they would have put the pilots at more risk but would have been
significantly better at discriminating between, say, an ambulance and a
military transport. It is the duty of the just warfighter, I contend, to take
additional risk upon him/herself if such risk is required in order to better
shield innocents from harm.21 Thus, in arguing for OP, part of the
assumption of the antecedent is that the use of UAVs does not hamper
the warfighter’s (technical) ability to discriminate between combatants and
noncombatants nor make judicious decisions of proportionality. Such a
technical weakness would constitute a ‘significant loss of capability.’

However, there is good reason to think just the opposite is true: that UAV
technology actually increases a pilot’s ability to discriminate. For example, the
Israeli government-owned Rafael Armament Development Authority claims
that with the new Spike Extended Range precision missile, which is designed
to be used by UAVs, they have achieved ‘urban warfare precision’ (Rafael
Advanced Defense Systems 2010). The missile can be launched in a fire,
observe, and update mode (as opposed to a ‘fire and forget’ mode) that
‘allows the UAV operator to update the missile, aim, point, or steer the missile
off course if the intended target turns out to be a civilian’ (Rafael Advanced
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Defense Systems 2010). The report goes on to quote an Israeli pilot who has
used the weapon system: ‘The beauty of this seeker is that as the missile gets
closer to the target, the picture gets clearer . . .The video image sent from the
seeker via the fiber-optic link appears larger in our gunner’s display. And that
makes it much easier to distinguish legitimate from non-legitimate targets’
(Rafael Advanced Defense Systems 2010).22

And recent studies bear out that UAVs appear to have, in fact, greater
technical capabilities at making determinations of combatant status. Avery
Plaw (2010) has recently compiled a database combining reports from a
variety of sources on the results of United States UAV attacks carried out in
Pakistan from 2004 to 2007. This data shows that UAV strikes were far
better at noncombatant discrimination than all other methods used for
engaging Taliban fighters in the region. For example, the UAV strikes
resulted in a ratio of over 17 to 1 of intended militant targets to civilian
deaths compared with a 4 to 1 ratio for Pakistan Special Weapons and
Tactics Teams team offensives or a nearly 3 to 1 for Pakistan Army
operations in the same region during the same time period. Or, compare the
17 to 1 ratio for the UAV employment to the shocking 0.125 to 1 militant to
civilian casualty ratio estimate for all armed conflict worldwide for the year
2000 (Plaw 2010).23 If these numbers are even close to accurate, it seems that
there is strong evidence which directly contradicts the central premise of
objection 1. That is, UAVs are better, not worse, at noncombatant
discrimination.

Regardless, however, whether or not UAVs are as technically capable of
making determinations of proper target discrimination is an empirical
question. If it turns out that UAVs are not as capable, then OP’s antecedent
is false and the claim is vacuously true. At present, however, all available
evidence points strongly towards there being no reduction in the technical
ability of UAV pilots to discriminate as opposed to inhabited aircraft pilots’
ability. But, this being an empirical matter, there is no in-principle objection
here to UAVs being ethically obligatory for military use.

Objection 3: Cognitive Dissonance for UAV Operators

This objection worries that the use of drones leads to psychological conflicts
for their operators causing cognitive dissonance in the mindset of the
warrior. The worry can manifest two separate ethical concerns, first that it is
wrong to do this to UAV operators � for them to kill the enemy from their
‘desk’ at work and then go home to dinner and their child’s soccer match �
that this places an unjust psychological burden on them. The second and
greater concern is that this cognitive dissonance will weaken the operator’s
will to fight justly in several ways (e.g. the operators not taking the warfare
as ‘real’ or serious enough but instead viewing it as a video game; the
operators suffering mental problems and post traumatic stress disorder
which, because of their distance from the battlefield, could go untreated and
unrecognized, causing further problems and leading to inappropriate
decisions; and so forth.)24
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Response

The argument that the ethical justification for UAVs is threatened if UAV
operators are more likely to behave unjustly in their combat actions due to
this cognitive dissonance is unsound. First, it can be argued that the
temptation for the warfighter to commit jus in bello violations would actually
lessen, perhaps significantly so, once the warfighter is not at risk. The remote
pilot can take more time in evaluating a target before firing � to ensure that
target is an enemy combatant � than they would be able to otherwise; for in
the worst case scenario a machine is lost, not a human pilot. Returning to the
bomb squad analogy, in using a robot the EOD technicians do not experience
the same level of stress because there is no danger to themselves; thus, they
are not as nervous and, presumably, more successful. The same could hold
true for UAV pilots making judicious decisions in combat. Once fear for their
own safety is not a pressing concern, one would assume the operator would
be more capable, not less, of behaving justly.

But perhaps this is not the case. Maybe the distance and disjunct of this
level of remote weaponry does create a significant and genuinely new kind of
stress on warfighters that might compromise their abilities to behave justly.
There is significant empirical work here yet to be done. But even if we grant
that displaced combat harms UAV pilots’ abilities, first note that there are
means of overcoming this problem and, second, that this issue is not a knock
against the ethical justification of UAVs themselves. If necessary we could,
for example, move all UAV operators much closer to the theater of combat;
forcing them to live in a deployed environment, along the same time-zone as
the combat, and under more standard battlefield conditions and stresses.25

Further, note that all UAV action has the ability to be recorded and
monitored. By default since it is remotely controlled, whatever data feed a
UAV pilot received can easily be overseen by many others simultaneously and
later for review and critique. This added level of accountability could be used
to get, if necessary, further added layers of scrutiny over lethal decisionmak-
ing � even demanding more than one officer agree to a kill, for example.
Indeed, an entire team of officers and human rights lawyers could oversee
every single lethal decision made by a UAV, if desired or deemed necessary.
The point is that there are a variety of ways to overcome any concerns that the
pilots of UAVs would be somehow less judicious on average than inhabited
weapon systems would be. All of this argues against this cognitive dissonance
problem as being somehow insurmountable, much less negating the ethical
obligation for UAV use in principle. Moreover, even if there is some
psychological harm done to UAV pilots that we cannot overcome, it certainly
seems that such harm would be less damaging than the expected harm that
could come about via inhabited flights.

Objection 4: Targeted Killing by UAVs

Recent media coverage has raised concerns over the use of UAVs for targeted
killings, particularly as is currently being done by the Central Intelligence
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Agency (CIA) in Pakistan, Yemen, and other theaters of operation.26 The
specific objection is that assassinations fall outside the bounds of acceptable
just-war theory/practice and that UAVs somehow make this practice too easy
or contribute to it in some unacceptable manner.

Response

Although I will not argue for the position here, I wholeheartedly share the
ethical concerns over assassinations.27 I further share the underlying concerns
regarding a non-military government agency carrying out independent lethal
operations in a foreign theater. But none of these concerns are restricted in
any significant way to remotely controlled weapon systems. The CIA could be
carrying out these same missions with a trained sniper or an inhabited
aircraft. It is this particular policy that is of proper ethical concern here, not
UAV technology or use in general.

Some might argue, however, that the UAV makes targeted killing of this
sort particularly pernicious because, first, an aerial vehicle flying over
airspace is in some principled way different than sending in a ground special
forces unit. Second, the objection claims that the battle for the ‘hearts and
minds’ of local nationals in a given theater is significantly worsened by what
they view as ignoble warfare; UAVs are thought to be ‘cowardly.’ And, third,
the objection continues, there are some ways in which UAV technology makes
such policies easier to execute because of the abilities unique to current UAV
platforms.

As to the first concern, this is admittedly an interesting case that could
appear to be peculiar to UAVs. Namely, if a nation-state sends a UAV over
another sovereign nation-state’s airspace they have not sent an actual person
or agent over the airspace. This could perhaps leave room for a contrived
argument that because no actual person crossed a border no infringement of
national sovereignty occurred. Although intrigued by this distinction for UAV
weaponry, I do not find it persuasive. For a UAV strike in terms of
sovereignty issues is analogous to a long-distance artillery shell fired across
the border or other forms of attack that do not involve an agent crossing an
actually geographic border such as cyber-warfare.28 In such cases, yes, no
actual person violated the territorial integrity of the sovereign state in
question, but, of course, all nations would still (rightly) view such acts as a
direct violation of their sovereignty. So, contra the worry, UAVs do not create
a special class of weapons that can escape traditional just-war theory scrutiny
or respect for territorial integrity and national sovereignty through an odd
loophole.

As for the second concern, two points are in order. First, I would argue that
it is at least possible that if UAVs are used in line with the rules of warfare,
and civilian causalities are not increased (and perhaps even lessened) due to
their usage, then there might be no greater resistance from a local populace
than would be encountered for more conventional weapons. There is some
empirical evidence (albeit limited) to back up this possibility (Plaw 2010).
Further, the possibility has some intuitive plausibility when we note that the
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majority of hostile responses to UAVs by local populaces have come, as usual,
when they have inadvertently hit civilian targets � but we have seen this same
response in other conflicts when similar strikes were delivered from (say) a
B-52 bomber flying at altitude dropping munitions. Again, this seems to point
to the possibility that the particular platform dropping the bomb (inhabited
or uninhabited) is not what generates a hostile response from the people
below, but whether the attack was justified and hits legitimate targets.

But perhaps this response fails. There is, admittedly, some strong empirical
evidence suggesting just the opposite: that local populaces’ particular
resistance to UAVs is precisely due to the fact that they are uninhabited.
But so be it. For even if the first response fails, recall that my argument for the
ethical justification of UAVs requires that there be no reduction in just
warfighting capability. So even if it does turn out that in a given theater of
operation UAVs do, in fact, cause significantly greater resistance from the
local populace as compared to the resistance that similar inhabited vehicles
would generate (perhaps because the population thinks they are cowardly or
some similar response), then they should not be used on OP grounds. Such a
limitation would clearly fall under the ‘significant loss of capability’ clause of
OP. And, of course, this is an empirical question, not an in-principle objection
to UAVs.29

The third concern � that UAV technology makes such actions easier to carry
out � similarly does not offer a principled objection to the moral obligation to
use UAVs.30 It is true that the extended ability of platforms such as the
Predator to ‘hover’ and stay in a localized area for long hours, even days, and
observe targets, is a clear combat advantage. Many inhabited aircraft do not
have such capacities. And, further, some of the remote areas where such strikes
are carried out by UAVs are such that they would be inaccessible to similar
inhabited weapon platforms. But these facts about the superior capabilities of
UAVs do not count against OP. Just as the advent of airpower brought with it
many new and often superior ways warfighters could engage in combat (both
justified and not), such advantages do not imply anything inherently wrong
with airpower as airpower. Further, the mere existence of such advantages
does not force policymakers to misuse these capabilities. Certainly, it would be
impossible to drop bombs on innocent civilians if planes did not exist. But that
some drop bombs on innocent civilians does not make airplanes morally
suspicious, but rather those who so use them to drop bombs. The same holds
true for the new capabilities brought about by UAVs.

Thus, there is nothing peculiar to UAVs in regards to the ethical concerns
over their present use in targeted killings around the globe. It is the morality
of the United States’ recent policy of targeted killings we must debate here;
not the ethical justification of UAVs.31

Objection 5: UAVs Create Unjust Asymmetry in Combat

This objection normally runs as follows: The use of remotely controlled
weapons by one force against another force that does not have similar
technology crosses an asymmetry threshold that makes the combat inherently
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ignoble. That is, the extent of asymmetry in the combat abilities between two
opposing sides becomes so great when one side employs remote weapons that
the fight is intrinsically unfair and that, in turn, makes the use of said remote
weapons morally impermissible. This position is usually held because in such
circumstances one side literally does not take any life-or-death risks
whatsoever (or nearly so, since its warfighters are not even present in the
primary theater of combat) whereas the opposing side carries all the risk of
combat.

Response

As an objection against the ethical justification for remotely controlled
weapons broadly, and UAVs in particular, this commonly heard argument
fails. First, if someone holds that justified combat should be a ‘fair fight’
between sides, at least to some degree, then I wouldd argue that contempor-
ary military engagements crossed that threshold long ago. How fair is the
present fight between an F-22 pilot flying at altitude delivering a precision
missile and a tribal warrior wielding a rocket-propelled grenade? If there is a
moral problem here due to asymmetry, it seems to have occurred long before
UAV implementation and is not endemic to them. But, second, even if the
actual removal of the warrior from the theater of combat represents a truly
new level of asymmetry in combat (and perhaps it does), this alone is still no
argument against doing it.32 This is because if one combatant is ethically
justified in their effort, and the other is not, then it is good that the just
warrior has the advantage and is better protected.33

Here I am following Jeff McMahan’s recent work rejecting the moral
equality of combatants (see McMahan 2009). That is, the warrior fighting for
a just cause is morally justified to take the life of the enemy combatant,
whereas the unjust fighter is not justified, even if they follow the traditional
principles of jus in bello such as only targeting combatants and the like, to kill
the justified fighter. Thus, there is no chivalrous reason for a just combatant
to ‘equal the playing field’ or ‘fight fair.’ If combatant A fights under a just
cause, while combatant B fights for an unjust cause, combatant A owes
nothing to combatant B by way of exposing his/herself to some minimal
threshold of risk. Thus, it is right for combatant A to reduce the risk in an
engagement with the unjust enemy.

But even if one disagrees with McMahan’s position and the rejection of
the MEC, there are still no grounds to object to the protecting of a soldier
under the ‘fair fight’ objection. A MEC advocate would still presumably
agree that armed forces pursuing a justified action as part of a just war is
justified to do all they can to protect their soldier so long as that protection
does not hinder the soldier’s ability to follow jus in bello principles. The only
difference is that a MEC advocate will think the unjust aggressor state
enjoys the same allowance to protect their warfighter similarly.34 That is,
even if one thinks that soldiers enjoy a symmetrical position of the right to
individual defensive measures in a given conflict, this in no way prevents
either side from maximizing their personal defense so long as it is not at the
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cost of jus in bello precepts; indeed, such precepts (under MEC) would
explicitly allow it.35

Thus, again, the argument for a ‘fair fight’ fails on two counts. First, it is
already overcome by earlier technological advancements because present
military operations are already far from fair even without the asymmetry of
UAV weapon systems and thus the issue here is not with UAVs properly
speaking. And, second, the desire for a ‘fair fight’ is simply a weak claim in
the first place; something akin to an archaic demand of military commanders
in eighteenth century warfare to line up their troops across from one another
for a ‘dignified battle.’ There is simply no normatively compelling reason to
think a justified military force need have a fair fight anymore than we would
think a police force ought not use bullet-proof vests to offer dangerous
criminals a fair fight.36

But perhaps this still does not give the objection its due. Paul Bloomfield
once remarked that simply the idea of ‘being killed by remote control’ is
powerful and disturbing.37 The intuition seems to be that killing someone in
such a manner is profoundly disrespectful; that a human being deserves to
be able to at least point at his or her killers (and condemn them, if they are
unjust) even if his or her killers are cruising 20,000 feet above in a plane. The
thought is that at least a human being in a plane high above is less of a
‘faceless’ death wrought upon someone than a robot being operated remotely
would be. Or consider the sentiment Uwe Steinhoff raises in discussing
remote weaponry generally and how the odd risk asymmetry it creates
(making the targets of attack ‘defenseless’) does not feel like ‘honorable’
warfare:

To be sure, I do not deny that there is something fishy about attacking the defenseless.
What is fishy about it might be captured very well in this passage: ‘The pilot of a fighter-
bomber or the crew of a man-of-war from which the Tomahawk rockets are launched are
beyond the reach of the enemy’s weapons. War has lost all features of the classical duel
situation here and has approached, to put it cynically, certain forms of pest control’
(Steinhoff 2006: 7).38

It must be admitted that there does appear something ignoble or dishonor-
able in such a vision of warfare as ‘pest control’ that Münkler’s quote
describes. Perhaps it is that such distance makes warfare seem too clinical or
cold-hearted.39 Many will have sympathy with such a sentiment when
envisioning UAV warfare � myself included. But whatever this sentiment is,
it does not amount to a normative argument; such a ‘feeling’ does not
constitute a moral reason for rejecting UAV use. Something being disturbing
does not by itself make it wrong. This sense of the ignobility must be
elucidated into a coherent and compelling ethical argument against using
UAVs; mere displeasure at imagining their employment does not help us. As
Steinhoff writes,

Judged from a traditional warrior’s code of honor, a code that emphasizes, among other
things, courage, there is nothing honorable in killing off defenseless enemies (whether it
is therefore already dishonorable is yet another question). But honor and morality are
not the same, and honor and the laws of war are not either. In short, the prohibition of
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assaults upon the defenseless is neither an explicit nor an implicit principle of the laws of
war or of just war theory (Steinhoff 2006: 8).

Steinhoff is certainly right in this. I would add that a crucial element in how
one ‘feels’ about imagining such warfare depends on whether or not the
precision missile strike in the picture envisioned is justified or not. Is it a
military strike as part of a fully justified defense against an aggressing,
unjustified, destructive enemy force? Is the strike hitting a legitimate and
morally culpable target? If it is, such factors temper our view of the strike
considerably and move us away from the ‘pest control’ picture. In such a case,
we should desire that the just warrior be well protected from any possible
threat that this enemy might proffer � protection that the UAV affords.

Objection 6: Reduction of the jus ad bellum Threshold

The worry here is that the asymmetry in combat abilities created by the
advanced technology of UAVs, and in particular by the massive reduction of
risk to the UAV pilot, makes it too easy for the nation employing UAVs to go
to war.40 That is, the asymmetry created by UAVs lowers the jus ad bellum
threshold such that more unjust wars might be conducted because the risks of
war to a nation-state could become so minimal.41

Response

This objection, on first glance, may appear to be the strongest objection to the
implementation of UAVs. The worry that it will be easier to go to war if we
have technology X, and thus more tempting to enter into unjust wars (making
more unjust wars more likely), is intuitively plausible. But this kind of
argument ultimately fails for the objection does not succeed in negating the
present moral imperative to use UAVs as derived from PUR. To see why this
is, consider two possible worlds, Alpha and Beta. In Alpha, nation-state
Zandar has developed the technology to make bullet-proof vests for its
military members to wear in combat which significantly decreases the risks
they incur in battle. Zandar, in accordance with PUR, produces these bullet-
proof vests and has its military members wear them. In world Beta, nation-
state Zandar has developed the same technology and has the bullet-proof
vests available. However, it reasons that if it uses these bullet-proof vests, war
would ‘cost’ it less in terms of risks to its own troops and, thus, be easier (and
thus more tempting) to wage. In such circumstances, Beta-world-Zandar
worries, more unjust wars are more likely. So it decides not to use bullet-proof
vests in order to make war more costly to wage (by intentionally increasing
the risk to its soldiers) in the hopes that this will lessen the likelihood that
Zandar will engage in an unjust war in the future. Aside from this one
decision, the worlds Alpha and Beta are identical.

Let us assume that it turns out Beta-world-Zandar’s reasoning was correct.
That is, going forward from this juncture there does, indeed, end up being
some greater number of unjust wars waged in world Alpha than in world
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Beta. The use of the bullet-proof vests in some way lowered the threshold for
going to war for Alpha-world-Zandar enough that it made a positive
difference on the total number of wars fought � which included some unjust
wars. I still contend that Beta-world-Zandar’s decision was morally im-
permissible. This is because the normative force of PUR upon present actions
is too strong to overcome such weak predictive calculations of future
possibilities.42

I will show why this is shortly, but first note that the scope of this issue far
exceeds UAVs and bullet-proof vests, of course, but strikes at any asymmetry
in military technological development whatsoever. Any improvement to a
given military’s capabilities that gives it an advantage over its potential
enemies will face the same objection offered here against UAVs. But that
would mean that this objection could be used to block the development and
implementation of any military technology that creates any asymmetry.
Further, the objection could actually be employed to work backwards: that
current militaries should intentionally reduce military capabilities in order to
make war more costly to them since doing so would place their soldiers at
greater risk. Following this logic could even lead to the conclusion that a state
should have their militaries throw away their weaponry and all defensive
technology, for certainly a neutered military would be less likely to engage in
unjust wars in the future.

I grant that this worry about asymmetry created by improvements in military
technology making it easier to go to war may well be a legitimate concern. But it
is a logic that quickly runs to demanding no military technology whatsoever in
the hopes of avoiding future unjust wars. Perhaps this is correct. Perhaps there
should be no militaries. But notice that we are now a far cry from arguing over
UAV technology. We are arguing over the existence of any military weaponry or
advancement whatsoever. If so, then this is not actually an objection specific to
UAVs in principle. Moreover, if objection 6 is correct in this way, then OP still
stands � it is just avacuous claim: as would be any claim about the possibility of
justified use of military weaponry of any kind.

But the problems with the objection run even deeper. As I alluded to above,
the reasoning by Beta-world-Zandar not to use the vests, notice, rests on
epistemically dubious calculations that are predictive about themselves doing
something wrong in the future (‘we might be more likely to do wrong action X
down the road’) over epistemically solid calculations to protect their own just
warfighters presently (‘our soldiers will be safer today if they wear the vests.’)
Notice what odd moral reasoning would be occurring were objection 6 to work:
because we will most likely behave unjustly in the future, we should behave
unjustly in the present (by violating PUR in choosing not to protect our
warriors as best we can) in order to try to prevent ourselves from acting unjustly
in the future. If that holds, we have a strange account of moral epistemology at
work, to say the least. We should forego taking presently morally correct action
A in order to help restrain our future selves from the likelihood of committing
morally wrong action B. In other words, we should do something wrong now in
order to (hopefully) better stop ourselves from doing something wrong in the
future.
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This seems odd, although there could perhaps be cases where such
decisions are the right actions � the lesser of two evils, perhaps. But notice
that the Beta-world-Zandar decision is not a straightforward case of present
self-restraint to limit future potential wrongdoing for, presumably, usual cases
of present self-restraint are not acts that are themselves impermissible. For
example, imagine a man, Tom, who knows he tends to get very angry and do
intemperate things. Tom decides he should lock up his gun in a safe and give
the key to it to a trusted friend. Tom does this present act to restrain his
future self from doing something wrong. But Tom’s locking up his gun is
not an impermissible act viewed on its own. Violating PUR by not protecting
just warfighters is a presently impermissible act viewed in isolation. Thus
what makes the reasoning of Beta-world-Zandar’s decision so strange: they
are intentionally putting their soldiers at greater risk now (which would be
considered impermissible in isolation) in order to restrain themselves from
doing something impermissible in the future. The comparison back to Tom
would be if Tom decides to punch his friend Sam now (which is
impermissible) because it will help him not do something worse in the future
(such as kill Bob). If that is actually the case, then this could be the right thing
to do. But notice that we would require a rather high level of epistemic
certitude for Tom’s knowledge of this scenario � and that there is no other
means to avoid killing Bob � in order to deem his act justifiable. That is, if
Tom has near certainty that the only way to prevent himself from killing Bob
in the future is by punching Sam now, then perhaps it is a justified act. But
one wonders how Tom could ever have such epistemic certitude predicting
future acts. The same is true for Beta-world-Zandar.

But perhaps it is still possible that such a decision is justified. This is
because, one could argue, I am here equivocating on the moral weight of the
present wrong of failing to protect just warfighters and the future potential
wrong of more unjust wars. If they are of vastly different moral significance
and consequence, then perhaps it is justifiable to do a lesser wrong now in
order to increase even the slightest chance of avoiding a much greater wrong
in the future. I grant this possibility. Indeed, one could argue that such a
decision is directly in accord with PUR since the good of avoiding future wars
is a greater good than the present protection of just soldiers (that is, some
would argue that such a calculus is demanded by justice).

The trouble with applying this to our present case is the high degree of
epistemic uncertainty we have in predicting future states of affairs,
particularly future decisions to go to war. That is, even if the wrong of
sacrificing the protection afforded to just soldiers is a lesser evil than the
possibility of future unjust wars, we have complete confidence in the present
wrong occurring but we would be far less than certain of the future wrong
occurring. In other words, the odds of that future wrong occurring will matter
and it is unclear how we could reliably predict such odds. The odds need not
be equal between the wrongs, of course. If the greater evil was great enough,
we could perhaps need only a relatively small chance of its occurrence to
outweigh even the certainty of a lesser evil. But, again, it is unclear if we can
even have that small level of epistemic confidence that a given weapon
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technology (be it bullet-proof vests, M-16 rifles, or UAVs) would lead to
greater instances of unjust wars; or at least not the level of confidence we
would need to trump the demand not to commit the present wrong.

So even if it turns out that future worlds would be ones with less war were
we to intentionally limit our own military technological development, we
cannot have enough epistemic certainty in knowing this presently to
overcome the demands to protect the just warfighter. Short of a crystal
ball, I cannot imagine how we could ever have the level of certainty for
predictive knowledge claims of future group behavior that would be necessary
to claim that the future possible good should outweigh our present moral
duty not to unnecessarily risk others. Perhaps it can be done, but this must be
demonstrated before we intentionally bring unnecessary risk upon others.
That is, one would have to show how we can have such epistemic confidence
that we are not violating PUR (via the demands of justice override) in not
presently protecting just warfighters. The burden of proof will be on those
claiming that we must presently undertake an act that we would usually
consider impermissible in isolation in order to avoid a future evil that we do
not have complete confidence in. Hence, although it is certainly possible that
use of UAVs could lower the costs of going to war for a given state and,
thereby, lower the threshold for going to war such that a state might have an
increased likelihood of engaging in a war that is unjust, such predictions
cannot be the basis for demanding an intentional violation of PUR given our
present epistemic limitations.

This is an unhappy conclusion. While I have great sympathy for the worry,
it seems PUR is too strong to overcome with such shaky future predictions as
to the unethical decisions a future state would make. And, again, if we allow
this block against UAVs it would set in motion a moral principle that would
not stop at UAVs but encompass all military technology � not just its future
development but retroactively demand that present military technology
creating force asymmetry be intentionally reduced.43 If this is sound we
could eventually be back at demanding that Captain Zelda should be required
to fight with no bullet-proof vest, no rifle, and with only a rock in order to
make war ‘cost us more’ so that we would be less likely to engage in an unjust
one. But this is absurd. If a war is just, we are obligated to protect the just
warfighters engaging in it. UAVs do precisely that.

Conclusion

UAVs will have an increasingly large presence in military operations on all
levels; this much appears increasingly inevitable. Here I have made the case
that any new technology that better protects the just warfighter is at least a
prima facie ethical improvement and is morally required to be used unless
there are strong countervailing reasons to give up that protection. I have
argued that if using UAVs (as a particular kind of remote weapon) does not
incur a significant loss of capability � particularly the operators’ ability to
engage in warfare in accordance with jus in bello principles � then there is
an ethical obligation to use them and, indeed, transition entire military
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inventories to UAVs anywhere it is possible to do so. In fact, I endorse the
stronger claim that such a proposed transition would not only be feasible
without a significant loss of capability but would actually increase weapons
systems capability and the ability to fight justly.44 All of the concerns
regarding UAVs presently on offer do not negate this ethical obligation to use
uninhabited weapon systems and should be properly viewed instead as
indictments against mistaken policy decisions and specific instances of force
application � not as principled objections against UAVs themselves for none
of the concerns are endemic to UAVs in any significant way.

Finally, I note that this paper is in the odd position of arguing for the
ethical obligation to use UAVs for a putatively just military action in the
current context wherein much, if not all, actual UAV employment is part of
military actions that are morally questionable or outright impermissible. The
particular contemporary circumstances and misuses of UAVs, however, do
not trump the moral principles underlying the ethical obligation to employ
UAVs for just actions. Indeed, this highlights the central point well: the first
question for the morally permissible use of any weapon technology is, of
course, whether the military action itself is morally justified. If it is not a
justified undertaking in the first place, then it does not matter if it is carried
out via a crossbow, a sniper rifle, or a UAV; it is morally impermissible
regardless. If the act is morally justified, however, we are obliged via the
demands of PUR to protect the agent ordered to carry out that action as best
we can; be it a police officer apprehending a dangerous criminal, an EOD
technician disarming a bomb, or a just warrior fighting an unjust enemy.
Hence, the ethical obligation to employ UAVs.
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Notes
1 And there are other locations where it is presumed (although not verified) that lethal UAV employment

has taken place, such as in Gaza by the Israel Defense Forces. In this paper I will refer to these

remotely controlled weapon systems primarily as UAVs (Uninhabited Aerial Vehicles) and occasionally
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as drones. UAVs that are used for lethal combat purposes are sometimes referred UCAVs (Uninhabited

Combat Aerial Vehicles), but I will not use that locution here. See below for further clarification of

these terms and some important distinctions. For a far more in-depth classification of various types

and kinds of remote weapon systems see Sparrow (2009).
2 Singer (2009) gained wide press and much of his work discusses these ethical concerns over drones.

Recent events such as the potential jus in bello violations wrought by Predator drones in Afghanistan �
have received international media attention. Various human rights watchdog groups raised alarm over

recent Israeli strikes in Gaza using the Predator platform supposedly against noncombatants. In the

past year alone, publications such as The New Yorker, The Atlantic, the Washington Post, Scientific

American, the New York Times, and media outlets such as National Public Radio and Public

Broadcasting Systems, have all had substantial reports and several highly critical opinion pieces on the

use of UAVs. Additionally, there are many in the United States military community itself who do not

question the efficacy of UAV usage but rather have principled worries concerning their use such as

those mentioned above. It is currently a ‘hot topic’ at professional military ethics and development

conferences.
3 Occasionally, such aircraft are instead referred to as Remotely Piloted Vehicles (RPVs). This is especially

the case in present US Air Force usage which could be due to public relations concerns over worries

regarding autonomous weapon systems. That is, ‘RPV’ emphasizes that these vehicles are still

controlled by human pilots. That we see a move away from the UAV moniker back to the RPV idiom in

common discourse is telling of the felt need by some in the military community to emphasize that these

aircraft still require human pilots (particularly the pilot community in the US Air Force). For more on

this phenomenon see Fitzsimonds and Mahnken (2007). See Sparrow (2009) for more fine-grained

distinctions on the kinds of uninhabited weapon systems and their classifications. Also see Sparrow

(2007).
4 See all of the following for good expositions of the historical trail leading to present day lethal UAVs:

Singer (2009), Card (2007), Mustin (2002). For a good overview of the planned future of UAVs, see

Office of the Under Secretary of Defense (2006). Note that technically speaking, UAVs are not

individual aircraft but weapon systems involving several aircraft and ground control stations.
5 Such as the land-based Foster-Miller’s Special Weapons Observation Remote Direct-Action System

(SWORDS) or Qiniteq’s Modular Advanced Armed Robotic System (MAARS) weapons. See Arkin

(2009) for a good overview of such weapons.
6 Some argue that PUR as presented here is false due to the possibility of someone entering into a foolish

agreement with another. Imagine if X signs a contract with Y to follow his commands no matter how

stupid or irrational they may be. In such a case, if Y orders X to incur potentially lethal risk for no

good reason, then X cannot claim that his right is infringed. Assuming X entered into the agreement

with informed consent and was not under coercion or exploited, one could argue that Y’s order is not

morally impermissible. (Thanks to Stephen Kershnar for this objection.) If one wish to grant this is

possibility, then PUR can be amended to reflect those relationships where X enters under the authority

of Yon the assumption that Y will not order him to take on risk for no good reason; that is, X assumes

Y will follow PUR. At any rate, I think most military members in Western militaries implicitly expect

their commanders not to risk their lives unnecessarily.
7 That is, in my view there may very well be a self-regarding duty to oneself that is entailed by PUR, but I

set aside the possibility here to avoid libertarian objections and paternalism concerns. I am strongly

inclined to think, however, that there is a self-regarding form of PUR that could hold up against many

libertarian objections so several initially apparent counter-examples to PUR would not actually hold.

For example, some may offer the activity of skydiving as a morally permissible act to undertake even

though it involves incurring potentially lethal risk. But PUR would allow for the moral permissibility

of this action for, presumably, the lethal risk involved in skydiving is actually a necessary part of the

good sought by the action. In this case, the good is the thrill and excitement of the act of jumping out

of an airplane. Thus, the ‘rush’ sought after by such skydivers (among other possible goods they seek

when undertaking the activity) requires taking on the risk. So, according to a self-regarding PUR, it

would be morally permissible for an agent to take on the risk of skydiving because that risk directly

contributes to the good sought. Whether or not seeking out death-defying activities for the sake of an

adrenaline rush is a good that should be sought (or a good at all) is another matter. The PUR does not

resolve disputes over what is and is not a good to seek, but rather only the moral demand not to

unnecessarily incur lethal risk in seeking an established putative good.
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8 Thanks to an anonymous reviewer for suggesting such a principle.
9 Indeed, I think there are strong arguments that can be made against resource expenditures for military

ventures in general when it is shown the plethora of other good ways such resources could be

alternatively spent. It is an empirical question, certainly, but it is not implausible in the least to imagine

that, for example, the roughly $750 billion dollars the United States has spent thus far on the war in

Iraq could not have been spent in other ways that would have done far more good in the world. But

that is a debate for another paper. For an interesting presentation of the various trade-offs military

expenditures impose on a populace, see the National Priorities Project (2010) for the literal financial

cost of war.
10 Notice that, if true, then OP carries with it a corollary to pursue the development of and transition to an

all-UAV military force: (OPT) For any given state, if it is possible to transition its entire military

inventory of inhabited aerial vehicles to UAVs without a significant loss of capability, then that state

has an ethical obligation to do so.
11 Although it certainly appears to be technologically possible since there are already UAVs in operation.

See below for some discussion on this.
12 Although, granting the ethical obligation to protect the just warfighter I lay out below, this would have to

be a truly astronomical cost � particularly in relative comparison to the amount presently spent on

defense budgets. Of course, it’s entirely possible that morality demands resources be spent on other

things entirely outside of defense costs, such as education, development, and the like. But that is

another matter.
13 Notice that although this paper is focused on lethal UAVs, the corollary claim of OPT (see note 10)

would hold for all aircraft. That is, even cargo planes and the like (even those used to transport

soldiers), should be transitioned to UAVs. The idea is simple: risking one less person on the flight (the

pilot or pilots) is better than risking them if not necessary. However, of course, it is quite possible that

troops would refuse to fly on a plane without a present pilot. If that is the case, then that would be a

‘significant loss of capability’ and so, perhaps, UAVs are not equally capable as inhabited aircraft in the

case of troop transporting cargo planes. An example of such platforms for small cargo loads is the

Mist Mobility Integrated Systems Technology (MMIST) CQ-10A SnowGoose which is already

operationally capable.
14 Singer (2009) also discusses the use of bomb-disarming robots and the connection between their use and

the use of remote robots and weaponry more broadly by military forces.
15 Thus, while it is true that UAV usage is ethically impermissible in such instances, so too would any kind

of strike via any kind of weapon system (inhabited or uninhabited) be impermissible; the

impermissibility does not derive from UAV-specific employment. That is, it is not the UAV qua

UAV that makes such a strike impermissible.
16 I will note briefly that I am not even airing objections that claim UAV employment is ‘weak’ or somehow

not ‘tough enough’ or ‘cowardly.’ These responses against UAVs derived from some type of wrong-

headed machismo are certainly common but, one hopes, are not taken seriously by any military policy

decisionmakers. See below for discussion on how the perception of the UAV by enemy forces, however,

could have an impact on determining its capability.
17 Some worry over this development and others laud it. Arkin (2009), for example, sees the development of

UAVs as in-line with the development of IAWs and focuses his work on how to develop such

autonomous systems to follow the Laws of Armed Conflict and various Rules of Engagement (how to

give the machines an ‘ethics upgrade’). Arkin contends that such developments are moral

improvements and should be pursued with vigor.
18 For some helpful efforts to this end, see Sparrow (2007).
19 Indeed, precisely because I do agree with the first premise of objection 1, I argue that now is the time to

institute policies that would block IAW development even while we develop UAV and other remote

weapon systems that are human controlled.
20 Many thanks to an anonymous reviewer for this objection.
21 This position is controversial and widely discussed. Or, better, the entire notion of who should bear risks

in any conflict is greatly contested, but most of the debate hinges on questions of liability, debates over

the doctrine of the moral equality of combatants (MEC), and distinction issues. If a just warrior was

fighting in a truly just war and the innocents in question were truly innocent and in no way liable, some

will argue their moral status (the just combatant and the innocent) is equal. And, thus, while just

warriors should do all they can to shield the innocent from harm, they should not treat the
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noncombatants’ worth as above their own safety. And once the doctrine of the moral equality of

combatants is disposed of (see below on McMahan), it can become difficult to sustain my view (that

the just warrior ought to bear the burden for shielding innocents from harm) for all cases, particularly

once strict boundaries between combatants and noncombatants are questioned. Seth Lazar has argued

that McMahan’s position becomes untenable in precisely this way because liability will extend to far

too many noncombatants in ways that should make them justifiable targets in McMahan’s rubric. See

Lazar (2010). Steinhoff (2008) has challenged McMahan on his rejection of MEC by using claims from

within McMahan’s own theory. See McMahan (2008) for a thorough response.
22 Nota bene: In this objection I am focusing solely on the technical ability of UAVs to discriminate

properly; I will consider the impact on the psychology of the warfighter (and subsequent in bello

worries therein) below in objection 2.
23 And see Plaw (2010) cited above for all the various references used in creating the database. Regarding

the estimate for the global causality ratio, see Osiel (2009: 143) and Kaldor (1999: 8).
24 Many thanks to several UAV pilots for firsthand accounts and discussion of these phenomena (their

identification is withheld by request). See Wallach and Allen (2009) and Singer (2009) where the

cavalier attitude of treating UAV operations like a video game is discussed.
25 Militaries could even go so far as to force UAV operators to live in bunkers and set off fake mortar

rounds and so forth around the compound in order to make it feel more ‘real’ if such effects were

shown to help overcome this supposed problem of cognitive dissonance caused by being too far from

the battlefield.
26 See, for example, Mayer (2009). Notice that nowhere in this long article does the author ever discuss the

ethical justification of UAVs themselves. As nearly all recent discussions of UAVs in the public square

do, it goes into great detail regarding the ethical concerns raised by targeted killings, sovereignty issues

regarding operations in Pakistan, worries over military functions being carried out by a non-military

department of the government (the CIA), and so forth, without ever discussing the ethical justification

of UAVs in principle.
27 For an interesting discussion of the justification of assassination see Kaufman (2007). See also Kershnar

(2004). For an argument that many leaders should not be treated with non-combatant immunity but

are legitimate targets, see Kershnar (2005). Presumably, the UAV-targeted leaders of Al-Qaeda and the

Taliban would fit as such targets under Kershnar’s argument. Gross (2006) gives the argument that

targeted killings cannot fit into a proper moral category. If they are an extension of law enforcement,

they fail due process, and assassination as self-defense seems implausible, or so Gross argues.
28 For a helpful account of the future of this new form of warfare, see Dipert (2010).
29 I will note, however, that such an empirical question would be very difficult to determine in many

contexts. That is, the question is not if a given local populace would display resistance to munitions

being dropped by UAVs (that is likely). Rather the empirical question that would have to be

determined is if that resistance to UAVs is significantly greater than what resistance would be

encountered via an inhabited aircraft. And that would be hard to determine, to say the least.
30 This kind of objection is raised by Phythian (2010).
31 For a helpful discussion of this point see Kolff (2003).
32 A further reason to think that the removal of the warrior from the theater of combat in itself is nothing

particularly new is the existence of Intercontinental Ballistic Missile operators and the like who are

certainly removed from the theater of combat where their munitions would be delivered. (Thanks to an

anonymous reviewer for this point.)
33 An important point to note here is that the operators of UAVs would be considered combatants under

the traditional just-war theory rubric. (Thanks to Uwe Stienhoff for raising this point.) I’ll remain

neutral on this point (if for no other reason than that I reject the moral equality of combatants thesis),

but note that whatever one’s division of combatants, the UAV pilots would certainly still qualify. This

has the (perhaps odd) result of meaning the UAV operators would be legitimate targets under most

just-war accounts, even though they would be conducting operations from their office thousands of

miles away (at places like Nellis Air Force Base, Nevada.) So be it.
34 Interestingly, McMahan holds that those who fight without a just cause cannot, in principle, ever satisfy

the jus in bello principle of proportionality. See McMahan (2004). But a traditional advocate of MEC

would disagree, of course. For an attempt to defend some of the traditional elements entailed by MEC,

see Benbaji (2008).
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35 For a good discussion of some of the complexities and difficulties of symmetrical rights to personal

defensive measures enjoyed by soldiers on the traditional just-war theory model (contra the asymmetry

of a right to personal defensive measures in individual self-defensive cases where culpability is included

in such determinations) see Emerton and Handfield (2009). For a good note on this issue of liability

and defense see McMahan (2005: 10) and McMahan (2009).
36 Additionally, there is a different concern with the asymmetry created by advanced technology which

worries that the asymmetry makes it too easy to go to war and thus lowers a nation’s jus ad bellum

threshold too far. I will address this separate concern below.
37 Paul Bloomfield, personal correspondence, 12 July 2010 and discussions held at the University of

Connecticut ethics reading group, summer 2010.
38 Steinhoff is quoting from Münkler (2003: 234), Steinhoff’s translation. In the original paper Steinhoff is

discussing the general lack of bravery involved in attacking the defenseless as part of the debate over

torture. The quote is referencing an attitude against any remote weaponry where the warrior has

effectively removed his/herself from risk, and, as such, can easily be applied to UAV usage. Note that it

further affirms the point above that if there is some kind of dishonorable fight for UAVs due to the

asymmetry of the combat, the threshold was crossed long before UAVs (as in Münkler’s referencing

Tomahawk missiles) and is therefore not endemic to them, in particular, but to modern warfare across

the board. The use of the phrase ‘pest control’ to describe what is seen as this particularly non-

courageous form of warfare was discussed in my panel at the 7th Global Conference on War and Peace,

2010, Prague, Czech Republic. Many thanks to Uwe Steinhoff for permission to use the remark and

directing me toward Münkler’s work.
39 Bloomfield argues that the root of the ‘pest control’ worry is our aversion to being treated as pests

ourselves were we to be attacked via remote control. If UAVs were used by our enemies against us, we

would think they are wronging us in some way to kill us in this manner (wronging us over-and-above

the killing itself, that is.) Thus, the thought runs, we should extend this respect for all people into all

contexts, even against the unjust enemy: that is, all humans deserve the respect of not being killed via

such remotely controlled ‘pest control’ measures.
40 Notice I say the ‘massive reduction in risk’ not total reduction for, presumably, on most just-war theory

accounts, the UAV operators would still be considered liable targets for attack since they would most

certainly be combatants. For more on UAV operators being legitimate targets, see Singer (2009: 386).
41 Thanks to the audience at the 2010 International Society of Military Ethics Annual Conference in San

Diego for the thorough discussion of this objection.
42 It could be objected here that this analogy does not hold because of different obligations that arise from

‘purely’ defensive military technologies (such as bullet-proof vests) as opposed to those offensive

weapons that serve to increase defensive capabilities (such as UAVs). The distinction between offensive

versus defensive military capabilities is contentious for many reasons. For one, anything (such as a vest)

that increases a soldier’s defensive abilities will thereby increase that person’s va;ue as an offensive

force. But, I will not argue this point here. If one is convinced that my story regarding Zandar does not

apply to UAVs due to the offensive/defensive distinction, then the entire thought experiment could

be re-cast with the use of eighteenth century muskets versus the use of contemporary M-16 rifles as the

competing choices. The muskets (clearly offensive weapons) would reduce the troops’ defensive

capabilities because they take longer to load, are less accurate, etc. After replacing vests with M-16s,

the results of this thought experiment, mutatis mutandis, would be the same. Thanks to Donald Joy for

helping to develop this point.
43 I should note, of course, that there is a long history of arguments for disarmament that proceed precisely

along these grounds; particularly for nuclear weapons. Notice, however, that the strongest arguments

of this type are advanced against particular technologies that are viewed as ethically problematic in

principle in isolation from other evils. That is, there is something wrong with (say) nuclear weapons or

landmines in principle (the inability to discriminate, etc.) that provides an impetus for banning them in

the first place, wholly apart from what future harms they could make more likely. Additionally, by

reducing them we reduce the future chance of their unjust use. But this is precisely because any future

use of them would be unjust so we can have a certainty that if they were ever used in the future, such

use would be unjust. This is entirely different for UAVs, which can be used justly in some

circumstances.
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44 Although I have not fully argued for this stronger claim here. Again, see Plaw (2010) cited above. Of

course, if this stronger claim is true, it would press an even greater ethical obligation to employ UAVs

and transition military inventories to all-UAV forces.
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